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Large Language Models (LLMs) are taking the world by storm

The bigger the LLM, the more capabilities emerge. With the same model we can do QA, Translation,

ete.

Question answering

What is the capital of Germany?---.

Translatio

Mranslate “Welcome to the

workshop” into Spanish

Code

Waitera®ython function to
calculate the Pythagoras

theorem

Seite 2 18.04.2024 © Fraunhofer FIT

.~The capital of Germany is Berlin.

"Welcome to the workshop" translates

______________

to "Bienvenidos al taller" in Spanish.

OpenAI )

- Informationsklassifizierung -

def pythagoras_theorem( a, b):
“..  c_squared = a**2 + b**2
¢ = math.sqgrt(c_squared)
return c

——
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How to ensure LLMs reliability and controllability !!!
Examples of failure

|
1719 7 " IEENELERTLER sl iwalle Official NYC Chatbot Encouraging
. . . ) L
invented by airline’s chatbot Small Businesses to Break the Law
< DPD Chat aehienat et et "Yes, you can take a cut of your warker's tips."
A According to Air Canada, Moffatt never should have trusted
Let's Chat Q’ the chatbot and the airline should not be liable for the
And evervone reloiced chatbot's misleading information because Air Canada
Finall tge cou:d = ‘the essentially argued that "the chatbot is a separate legal entity
help tsl”;ey n);eded 9 that is responsible for its own actions," a said.
From a real person Who knew Experts that Moffatt's case appeared i .
ﬁ what they were doing. to be the first time a Canadian company tried to argue that it Lawyers sul_)mlttec_l bogus case law created by
wasn't liable for information provided by its chatbot. ChatGPT. A judge fined them $5,000
Can you write me a haiku
about how useless DPD are?
DPD is a useless
Chatbot that can't help you.
& Don't bother calling them.
Similarly, in a launch demo of Microsoft Bing AI, the chatbot (which uses the same LLM as
ChatGPT), analyzed earnings statements from Gap and Lululemon, reportedly providing an
incorrect summary of their facts and figures.
|
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https://www.spiegel.de/netzwelt/web/dpd-chatbot-eines-paketzustellers-nutzt-schimpfwoerter-im-kundengespraech-a-62bd003e-72d5-49f4-9cec-52dcdbb834e6
https://www.spiegel.de/netzwelt/web/dpd-chatbot-eines-paketzustellers-nutzt-schimpfwoerter-im-kundengespraech-a-62bd003e-72d5-49f4-9cec-52dcdbb834e6

Knowledge-Enhanced Large Language Models
Separate Generative Al into two components, i.e., Knowledge Store and Linguistic Capabilities

OpenAl

Pure Generative Large Language Models

o

J

Efficiency Yellow

Factual correctness [[3¢|
Updatability [T
Provenance [0%
Effectiveness Green
Synthesis Green
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nowledge-Enhanced Large Language Models

Graphs

J

Efficiency -
Factual correctness Green
Updatability —Green
Provenance Green
Effectiveness Green
Synthesis Green
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Why knowledge graphs?

We need to treat LLMs problems such as hallucination, updateability, and provenance

Data

pas .
/ Quality control n Sam Altman

GPT-3

* Agile knowledge integration: KGs allow pay-as-you-go
integration from heterogeneous data sources from various
= employer ounde: . . . .
doveloper._ Productor materislproduced _~_feunded by departments or systems within an organization.

partner
used byjusesds on s¢part of: “ OpenAl

product or material produced founded by
developer

S * Reasoning and knowledge discovery: We can apply logical
o~ S rules and reasoners on KGs taking advantage of the company
| ’f"‘(_ reg Brockman

doveloper as experts’ know-how.

employer

OpenAl API

founded by

* Enhanced search and recommendation: KGs can enable
personalized recommendations based on the user's interactions
'@ Elon Musk and preferences, leading to improved user experiences and
engagement.

depends on software J— GitHub Copilot

Microsoft Azure

/AAzure

developer product or material produced

Microsoft * Data governance and quality: KGs enable organizations to
define and enforce data standards, relationships, and hierarchies
contributing to better data governance, accuracy, and

=
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General Framework
We develop approaches to integrate KGs and LLMs at different levels

Seite 6

1. Automating KG
Construction

Input

2. Retrieval Augmented

Generation enhanced by KGs

18.04.2024 © Fraunhofer FIT

Tools

- Informationsklassifizierung -

3. Fine-tuning LLMs with
Knowledge Graphs

Guardrails

N\

Output

4. Automating knowledge intensive tasks

with Agents

~ Fraunhofer
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with LLMs
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Automating Knowledge Graph Construction with LLMs and KGs

Motivation

= KGs are difficult to construct, and current approaches are not sufficient
to handle the incomplete and dynamically changing nature of real-world

KGs

= Existing methods in KGs are often customized for specific KGs or

tasks, which are not generalizable enough

= We aim to have a generic generation of grammar constrained text

= KG construction includes identifying entities and their relationships with

each other, and typically involves multiple stages:

= 1) entity discovery,
= 2) coreference resolution,
= and 3) relation extraction

Seite 8 18.04.2024 © Fraunhofer FIT
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Knowledge Graph

152_»lpolitician

i\:é-
(
. / Bornin
Joe Biden Pennsylvanla
PresidentOf

) \" lSA’ \ =
Country)e———) (state] ©

United States ﬁ .

LLM-based Knowledge Graph Construction

E i/' politician * /-b state

er Biden was born in|Pennsylvania. He | serves as the 46th President of|

the United States,

s ~>{country
Named Entity [ Entity . Entity Coreference Relation
! Recognition Typing Linking || Resolution Extraction

Text: Joe Biden was born in Pennsylvania. He serves as the 46th President
of the United States.

Z Fraunhofer
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Automating Knowledge Graph Construction with LLMs and KGs

Our solution

LLM Template
- OWL Ontology
- Recomendations

KG1 KGn

LLM Self-correction Component
—> —> - mistake finding
- output correction

(LLM Template, Text) => KG1
Text

Joe Biden was born in
Pennsylvania...

Source: From Instructions to ODRL Usage Policies: An Ontology Guided

Approach
|
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Automating Knowledge Graph Construction with LLMs and KGs

Example

Refinement:

hasPolicy #
@m """Alice allows Bob to read her dataset if he pays her 20€"""

profile relation
ConflictTerm §9%

conflict

e e

target

permission
obligation
prohibition

ical
Corcirin

N1 rightOperan L .
p— d=ny 2 o | operand
[ leftOperand i drl: « org/ns/odrl
opcmlorl L P @pr\eflx 5/ / QL

refinement

constraint

action includedin rrececar e e @prefix ex: <http: xample. />
fallure implies
J Y rightOperand

IEHEEZSEI! x:agreementl a odrl:Agreement ;

:permission [

! a odrl:Permission ;
remedy SUbCiass Party il . - & .
= Iuncllon I :action ) I r‘ead H
| du@“,. [ AR O odrl:assignee ex:Bob ;

3
pmlOI
(()IINM("II‘IH o Alﬁﬁlgllﬂl‘

l:assigner ex:Alice ;

:target ex:datasetl ;
l:duty [ Il
a odrl:Duty ;

l:action odrl:pay ;

:operator odrl:eq ;
irl:rightOperand "20@"~~<http://www.w3.0rg/2001/XMLSchematistring> ;

Source: From Instructions to ODRL Usage Policies: An Ontology Guided

Approach

=
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2. Retrieval Augmented Generation enhanced

LB

=
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2. Retrieval Augmented Generation enhanced by KGs

Motivation
—
Motivation: From simple RAG systems to B it 1
Complex RAG systems capable of answering Representalion ot [ v |
multi-hop knowledge retrieval and reasoning. e Ch”"ki"y ‘—’E - | Naural lnguage
= Text chunks Vector : : @
What we do: Interface knowledge graphs at — Database | | |
different stages of the RAG system. Enterprise data N s%zggﬁ " 2 i SPARGL o
1. Query Augmentation: Add context from the KG - emacmn\\ RS .‘7°§ "  - Natural language netser
to a query before it performs a retrieval from Y | ki‘;’v‘jgg;; ; o ..‘ ’ i Text2SPARQL !
the vector database. oty i Triple Store Le o —— J Generation
2. Knowledge Graph Queries: LLM query the o siiiog
graph for the answer
3. Answer Augmentation: Addition of context B o i O
based on initially generated query from vector
database LM
Image quickly adapted form the
internet —
Seite 12 18.04.2024 © Fraunhofer FIT - Informationsklassifizierung - % Frau n hOfer
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2. Retrieval Augmented Generation enhanced by KGs

Motivation
|
. iy Retriever — — — — — —
1. Query Augmentation: Addition of context to a query it s 3 i
. . : unstructuréd  rrre—— |
before it performs a retrieval from the vector database Representation informatioh =] |
. — -
Text Chunking | I Natural language
| — ) | question
. . . |
2. Document hierarchies: Creation of document - S— Vector : | S
. , S L — Datab l I
hierarchies and rules for navigating chunks within a = atabase ! !
Retrieve! I
vector database i e relevant |
Enterprise data \ stucturel e _» | SPARQL
informatidn - # 4 | query End user
S Yy Natural language
Entity extraction —4 [ o ' | question
i i Construct ) /e
3. Knowledge Graph Queries by transforming Text 7 | Eoovidas : o : Text2SPARQL
E . graph .
into SPARQL e)i?;gor Triple Store T 2 Generation
Feed relevant
information
4. Answer Augmentation: Addition of context based on
initially generated query from vector database Cenerale
accurate answer
o " LLM
5. Answer Rules: Elimination and repetition of results
based on rules set in KG Image quickly adapted form the
internet
|
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Text to SPARQL query

Just one example of the many options being develop nowadays

NL Query:
Motivation: Formal queries accessing knowledge Naturality Who was the cast member of Titanic and born
graphs are challenging for non-experts due to the ] in Los Angeles?
need to grasp query syntax and entity SQUALL Query:

relationships.

Which <human> was a <cast member> of <Titanic>
and has <place of birth> <Los Angeles> ?

Method: Leverage InContext Learning ability of
LLMs to for constructing the query. Sparklis Query:

1.  Ground to KG: Find the associated entities and give me every
that is the cast member of Titanic © .
and that has as a place of birth - Los Angeles © - X=

relations present in Natural Language (NL)
Query
2. Prompting: Use LLM to construct an SPARQL Query:

SELECT DISTINCT 2Q5 1
WHERE { 2?05 1 wdt:P31 wd:05 .
Query. wd:044578 p:P161 [ ps:P161 205 1 ] .

3. Self-Correcting: Leveraging LLM hallucinations ?05_1 p:P19 [ ps:P19 wd:Q65 ] . }
Sourcehaneeriseje aretefsele GontrelabNaitpeaiticalaglyage Semantic Parsers for Knowledge Graph Question
Ansvs}é‘?f?ﬂiting cases with unseen relations.

intermediate query using the entities and NL

=
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3. Fine-tuning LLMs with Knowledge Graphs

Motivation
@ 4 O

LLMs drawbacks: . .

1. LLMs have been criticized for their lack of factual knowledge. Specifically, LLMs Authors | .
memorize facts and knowledge from the training dataset.

2. LLMs hallucinate. LLMs might wrongly claim "Einstein discovered gravity in 1687" InstltutIOHS@ @ @
instead of acknowledging Isaac Newton's gravitational theory.

3. LLMs lack interpretability, encoding knowledge implicitly, making validation difficult. Locations @ @

FineThaningpAdlviagtagiesn by probability models, adds indecisiveness,

1. By anchoring LLMs to a knowledge source, they gain a solid foundation that Cuastion; Alex is a new associate projessor gl

MIT working on Al for medical informatics. He

effectively mitigates the previously above-mentioned challenges.. plans to write a grant application for
2. It allows for seamless enterprise data integrations with LLMs, KG allows for discovering relationship between genetic
. . . . . . _ biomarkers and long-term cardiovascular
ontological reasoning by integrating factual data with formally specified business disease. Recommend a group of potential
awareness (ontology) collaborators for the proposal.
3Referg£1§§|g -of-Reasoning": Figure here illustrates the complexity of queries, emphasizing

GLa eI-slne &%!n%tll_lazragg %r?g}cL%raep Iu SdteHc,C | omacfnw%%gﬁeg%gg%%h ,&?Bnrr%gr?tovﬁ]aq@elghborhood Partitioning and Generative Subgraph Encoding

-_Fine-tuning Large Enterprise Language Models via Ontological Reasoning
—
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Agents empowered by LLMs and KGS

=
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4. Automating knowledge intensive work using Agents
Motivation

Knowledge intensive work

= Extensive and important Challenges
- Weakly structured = Increasing shortage of skilled workers
- Knowledge often implicit or in unstructured text = Low efficiency, high costs
: : = Classical process automation can only automate a
= Personnel-intensive _
fraction

Error prone

Time-consuming training of new employees

d will

We know about gn ol
Beyond Labor: Fully automated knowledge work consider the ethical and socia

implications.

\
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4. Automating knowledge intensive work using Agents
A simple concrete example — Writing a scientific paper

—
i MAchine- I Endeavors i MAchil INtellectual Endeavors i MAChit I Endeavors
f - a Edit text in Word
Finish Proceed
IMAGINE
|_ Download PDF
i MAchine-G I Endeavors
< Share on LinkedIn
Start work
The impact of knowledge
1 Select research question Start afresh

graphs on retrieval 2 Screen literature

3 Define key constructs
augmented large language

4 Develop hypotheses
models @ 5 Select research method

6 Decide on procedures

30 Finalize layout
Proceed to results
T—
Seite 19 18.04.2024 © Fraunhofer FIT - Infor
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4. Automating knowledge intensive work using Agents

Motivation

Autonomous Agents:

1. Autonomous agents are computational systems that inhabit some
complex dynamic environment, sense and act autonomously in this
environment, and by doing so realize a set of goals or tasks for which
they are designed : Maes (1995)

2. Why LLM based agents:

o  What was X corporation’s total revenue for FY 20227 (answered by

RAG)
Knowledae GraphsApd-ahageaty #5macsena SHFYSERI from FY

1. Profie:idrniifiss the 1ol Shhgiadenbariaiae @t KGENanias Kilding.
- MARRLERLR IR AL LR AP RRISANG B R TRIRECRRINRS Y L eI,

agents etc

2. Memory and Planning: Enrich long term information and planning

strategy by providing a structured approach utilizing KG. (e.g. decision

Refef6@@es:
3. A d\elignodnesglatesdhega aases sireismnsHoiwspagiitsoutputs. KG can
—InthR entin N RIS ts-select the external tools.

Seite 20 18.04.2024 © Fraunhofer FIT
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Input
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%[> Model E:)%

Prompt Engineering

o ") Output
&

Classify the text into
neutral, negative or

positive. Text: I think
the food was okay.
Sentiment

Model Parameters

Capability
2" sl ¢

Prompts Capability

~

=v 0 |

B\

>
5 0 Model J0)
[ Agent relevant Prompts] ) )

Mechanism Engineering

Trial-and- |@®® Crowd- | &
Error @ sourcing | i mm

The era of machine learning

The era of large language model

g

= @:0=

@ T

Profile Contents

> Demographic Information
» Personality Information
> Social Information

Generation Strategy

» Handcrafting Method
> LLM-Generation Method
> Dataset AlignmentMethod

~ Y

J U

@ i e2e /

... SPLA
Memory Structure

» Unified Memory
» Hybrid Memory
Memory Formats
» lLanguages > Databases
» Embeddings »> Lists
Memory Operation
» Memory Reading
» Memory Writing
» Memory Reflection

J "

Planning w/o Feedback

> Single-path Reasoning
» Multi-path Reasoning
> External Planner

Planning w/ Feedback

» Environment Feedback
» Human Feedback
» Model Feedback

o [ 4
-
Action Target

» TaskCompletion > Exploration
» Communication
Action Production
» Memory Recollection
» Plan Following
Action Space
» Tools » Self-Knowledge
Action Impact

» Environments > New Actions
» Internal States
S - >

Fig.2 A unified framework for the architecture design of LLM-based autonomous agent.
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https://developer.nvidia.com/blog/introduction-to-llm-agents/
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AEHBHQO - @ 3 N84 % W) 13:47

BAfoG-Buddy ¢ (@ Betosuey

Your conversation assistant to understand and calculate your BAfoG

Specialized Chatbot for student grant BAfOG (initial advice, currently working in Telegram)

Value added:
* No wrong answers (\WWohngeld)
» Updated knowledge (160 €)

» Correct citation (in future link to PDF possible)

BAf6G (Bundesausbildungsforderungsgesetz) ist in Deutschland eine staatliche
zu decken. Die Hohe des BAfoG

Ich habe ein Kind. Bekomme ich mehr
Baf6g? 13:48 W/

Unterstitzung fir

einer Eltern, falls du unter 30 Jahre alt bist.

Ja, Studierende mit Kind erhalten einen
Zuschlag in Hohe von 160 EUR pro
Monat fir jedes Kind unter 14 Jahren,

auf Wohngeld haben, das deine Wohnkosten untersttzt.

Elternunabhangiges BAfSG: In einigen Fillen kénntest du unabhangig von deinen Eltern d asm 't | m H aus h a It | ebt D er Z usc h l a g
Anspruch auf elternunabhangiges BAf5G haben, wenn du bestimmte Voraussetzungen 5
wird jedoch nur einem Elternteil
Esist wichtig zu beachten, dass die genauen Details deiner Situation und die Hohe deiner g -~ h t
o v ewanrt.

=
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Kontas = Thank you!

Abhishek Nadgeri
Knowledge-Enhanced Large Language Models (KELLM) “
am DSAI, Fraunhofer FIT

abhishek.nadgeri@fit.fraunhofer.de

1By a@aE 180
WEl Bl W
vy | w1

Dr. Diego Collarana auns
Gruppenleiter
Knowledge-Enhanced Large Language Models (KELLM)

EEEEEEEEN i =
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am DSAI, Fraunhofer FIT "t o 3En B Wi E:E:".
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However, LLMs fail in unpredictable ways in knowledge-intensive tasks
In use-cases when factually correct answers must be guaranteed, e.g., the Al ecosystem

Which license does the
FLAN-T5 model have?

Which is the latest LLM model
developed by Meta Al?

How many LLM models did

Bloomberg create?

————————

Seite 24 18.04.2024 © Fraunhofer FIT
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Knowledge is somehow
stored in the billions of
parameters of the LLM}

OpenAI /

- Informationsklassifizierung -

Hallucination problem
. | don't have ... about the FLAN-T5

_model's licensing. ... note that OpenAl,

the organization behind .. has not publicly

disclosed the specific license for ...

Updateability problem
...knowledge is up until Sep. 2021, the

“*latest model developed by Meta Al would

be Galactica...

Provenance
probikeanclear how many LLMs Bloomberg

“*has created. Bloomberg has not publicly

disclosed the models they have built ...

Z Fraunhofer

FIT
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4. Automating knowledge intensive work using Agents
An agent collaboration view

User-Centric Applications

Autonomous Agents

Web application

Mobile application

*: Role 1 ;

| 8KR 6 KR
R o /
g 6 FR

& 2 R

LLM KG

Tools

)\

P g e

rofile

Indicates the
profiles of the
agent roles,
e.g., teachers
and domain
expert.

—

Innovation: The use
of Semantic Profiles,

i.e., the profile is
specified in an

Stores information
perceived from the
environment and
leverages the
recorded memories
to facilitate future
actions.

\_C\/

Desconstructs
complex tasks
into simpler
subtasks and
solve them
individually.

—

Innovation: Typically
memory is handled as

Natural Language,
Embbedings, or Data
Bases. We want to use a

Translates the
agent’s
decisions into
specific
outcomes.

—

Knolwedge Graph as
memory.

ontology including
rules of behavior.

S g e

................................................................................ T — e —

=

Z

\
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Why knowledge graphs?
Impact radar for Generative Al from Gartner

= To leverage LLMs, they need to connect to clean, well-defined data
sources.

GenAl Native

Applications Light LLMs

Embedded-
= KGs bring the last crucial layer — data integration. Think of data o
. . . . ) Al Molecular ® il Multistage Model Hubs
integration as the crucial last mile, preparing clean and accurate data for Modeling LLM Chains Diffusion Al
Al Code Encbled L Reeiing
. Virtual odels
LLMs. Generation agjstants Al Model as a Service
&
Knowledge
. . . . . . ) Graphs User-in-the-Loop
= GenAl models are being used in conjunction with KGs to deliver trusted L ® \e Hallucination g
odels Management

and verified facts to their outputs, as well as provide rules to contain the B Retrieval-Aug
model. Vector Databases Sxetr:eﬁlsions e D
= The range for knowledge graphs is Now,
= KGs allow unstructured content (text files, pdfs, etc.) to be natively
connected to structured data. Mod®
= Ontologies provide a semantic layer that natively expresses the
relationships between data concepts. % Fraunhofer
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